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Class

Lecture using Powerpoint

o The ppt file is uploaded on the web site
nttp://www.am.ics.keio.ac.|p, and you can down load/print
before the lecture.

o Please check it on every Friday morning.
Homework: mail to: hunga@am.ics.keio.ac.jp



http://www.am.ics.keio.ac.jp/

Evaluation

Exercise on Parallel Programming using GPU
(50%)
0 If the program does not run, the unit

cannot be given even if you finish all other
exercises.

o This year a new GPU P100 is now under
preparation.

Homework: after every lecture (50%)
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Parallel Architecture

A parallel architecture consists of multiple processing units
which work simultaneously.
— Thread level parallelism

Purposes
Classifications
Terms

Trends



Boundary between

Parallel machines and Uniprocessors
Uniprocessors

ILP(Instruction Level Parallelism)
o A single Program Counter
o Parallelism Inside/Between instructions

TLP(Thread Level Parallelism)
o Multiple Program Counters
o Parallelism between processes and jobs

Parallel

Definition Machines

Hennessy & Petterson’s
Computer Architecture: A quantitative approach



Multicore Revolution

1. The end of increasing clock frequency
1. Consuming power becomes too much.
2. Alarge wiring delay in recent processes.
3. The gap between CPU performance and memory latency

2. The limitation of ILP

became multi-core.
Even smartphones use 2-core/4-core |
CPU.
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Purposes of providing multiple processors
Performance

o A job can be executed quickly with multiple
processors

Dependabillity

o If a processing unit is damaged, total system
can be available: Redundant systems

Resource sharing

o Multiple jobs share memory and/or 1/O
modules for cost effective processing:
Distributed systems

Low energy

0 High performance even with low frequency

operation Parallel Architecture: Performance Centric!



Low Power by using multiple processors

n X performance with n processors,
o but the power consumption is also n times.
o If so, multiple processors does not contribute at all.

denamic oc Vdd* x f
f oc Vdd

If n processor achieves n times performance,
f ., can be 1/n. — Vdd can be lowered. —
Paynamic €an be lowered.



Quiz

Assume a processor which consumes 10W
with 1.8V Vdd and 3GHz clock.

You can improve performance by 10x with 10
processors, it means that the same

performance can be achieved with 300MHz
clock.

n this case, Vdd can be 1.0V.

How much power does the machine with 10
Drocessors consume?
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Flynn's Classification

The number of Instruction Stream:
M(Multiple)/S(Single)
The number of Data Stream:M/S

a SISD

Uniprocessors (including Super scalar, VLIW)
o MISD: Not existing(Analog Computer)
a SIMD

a MIMD

He gave a lecture at Keio
in the last year




‘ SIMD (Single Instruction Stream

Multiple Data Streams .a Processing Units executes

Instruction the same instruction
Memory  <Low degree of flexibility

‘_. Iliac-IV/IMMX

Instructions/ClearSpeed/IMAP
1 Instruction /GP-GPU (coarse grain)

Processing Unit *CM-2, (fine grain)

PETT

Data memory




Two types of SIMD

Coarse grain: Each node performs floating point
numerical operations

o Old SuperComputers: ILLIAC-1V, BSP,GF-11

o Multimedia instructions in recent high-end CPUs

o Accelerator: GPU, ClearSpeed

o Dedicated on-chip approach: NEC's IMAP

Fine grain: Each node only performs a few bits
operations

o ICL DAP, CM-2, MP-2

o Image/Signal Processing

o Connection Machines (CM-2) extends the application to
Artificial Intelligence (CmLisp)



GPGPU(General-Purpose computing on

Graphic ProcessingUnit)

o Titan (NVIDIA K20X, 3rd place of Topb00)
o TSUBAME2. 5(NVIDIA K20X )
o A lot of supercomputers in Topb00 use GPU.

NVIDIA Tesla AT FireStream
(CUDA) (Brook+)

IBM Power XCell
(Cell SDK)




GPU is not just a

GeForce :
240 cores :
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The future of SIMD

Coarse grain SIMD
a0 GPGPU became a main stream of accelerators.
o Other SIMD accelerators are hard to be survive.

o Multi-media instructions will have been used In the
future.

Fine grain SIMD

o Advantageous to specific applications like image
processing

o On-chip accelerator



Each processor executes

‘ MIMD Individual instructions

*Synchronization Is required
*High degree of flexibility
*\/arious structures are possible

Processors

Memory modules (Instructions - Data)




Classification of MIMD machines
Structure of shared memory

UMA(Uniform Memory Access Model)
provides shared memory which can be accessed

from all processors with the same manner.
NUMA(Non-Uniform Memory Access
Model)

provides shared memory but not uniformly
accessed.

NORA/NORMA(No Remote Memory

Access Model)

provides no shared memory. Communication-is
done with message passing.



UMA

The simplest structure of shared memory
machine

The extension of uniprocessors

OS which is an extension for single processor
can be used.

Programming Is easy.
System size is limited.

o Bus connected
o Switch connected

A total system can be implemented on a single
chip m

On-chip multiprocessor

Chip multiprocessor

Single chip multiprocessor— Multicore

IBM Power series

NEC/ARM chip multiprocessor for embedded systems



| An example of UMA :Bus connected

SMP (Symmetric MultiProcessor),

On chip multiprocessor or multicore
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‘ Multi-Core (Intel's Nehalem-EX)

Nehalem-EX(Beckton)

[

-
—

=

L

; 'i'.l a
ﬂ.g =s-r=l§ E
.- ’* > :i

iii.%

L3 Cache
Slice 2
3MB

kﬁﬁ

[ D l._.. -
(Memory Comnoner) m im

3. Cache

- h""""l! i

> l 3 g Power %onﬁol

==Routes Hubl' l (MemoryConh'oller)
L_1C

QPHO: QPh1 QP 2 QRL3
(Q chQhI ferconnec I) (QuickPath Inferconnect) (QuickPath Inferconnect) (QuickPath Inferc onnect)
i = =
i I

L3 Cache

= 1
Slice 5 =) & “4‘:"

- 'Eﬁ?m

I3 Cache
Slice 6

ﬁ-ma ! . :
Slice 1
3MB 3MB
Hl!g S D BRUS FREST o W = T T WA o YRS s e e

I3 Cache
Slice 7
3MB

8 CPU cores
24MB L3 cache
45nm CMOS 600 mm~2




Heterogeneous vs. Homogeneous

Homogeneous: consisting of the same processing
elements
o Asingle task can be easily executed in parallel.

a

Unique programming environment

Heterogeneous: consisting of various types of
processing elements

a

a

a

Mainly for task-level parallel processing
High performance per cost

Most recent high-end processors for cellular phone use this
structure

However, programming is difficult.



‘ NEC MP211

Heterogeneous type UMA
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NUMA

Each processor provides a local memory,
and accesses other processors’ memory
through the network.

Address translation and cache control
often make the hardware structure
complicated.

Scalable:

o Programs for UMA can run without modification.

o The performance is improved as the system
size.

. .

Competitive to WS/PC clusters with Software DSM



‘ Typical structure of NUMA

Node O 0]
Node 1
1
Interconnec ton
Network
2
Node 2
3

Node 3 Logical address space




Classification of NUMA

Simple NUMA:

2 Remote memory is not cached.

o Simple structure but access cost of remote
memory Is large.

CC-NUMA:Cache Coherent

o Cache consistency is maintained with hardware.
o The structure tends to be complicated.

COMA:Cache Only Memory Architecture
2 No home memory
o Complicated control mechanism



Supercomputer [K]
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‘ Multicore Based systems

= Implementing in shared L3 cache
o Keep bit vector of size = # cores for each block in L3

o Not scalable beyond shared L3

micore /m lticore

IBM Power 7

AMD Opteron 8430
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r.

O 1 Microarchitectutre

All cores are connected through the ring
interconnect.

All L2 caches are coherent with directory
based management.

So, Xeon Phi is classified into
CC (Cache Coherent) NUMA.

course, all cores are mulittnreaaed, ana provide INStructions.



'DDM(Data Diffusion Machine)
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NORA/NORMA

No shared memory
Communication is done with message
passing

Simple structure bﬁhigh peak performance

Cost effective solution.

Hard for programming

_.

Inter-PU communications Cluster computing

Tile Processors: On-chip NORMA for embedded applications



Hypercube machine nCUBE2
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Fujitsu’s NORA AP1000(1990)

Mesh connection
SPARC




Tntel’s Paragon XP/S(1991)

= 1860




PC Cluster

Beowulf Cluster (NASA's Beowulf Projects
1994, by Sterling)

o Commodity components

o TCP/IP

o Free software

Others

o Commodity components

o High performance networks like Myrinet /
Infiniband

o Dedicated software
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All techni

Nodes wit

ques are combined

h CPU (Multi-core) are connected

with NORA/NORMA
o Clusters Iin data-centers.

Nodes wit
core)+GP

n CPUs(Multi-
Js(SIMD/many-core) are

connected with NORA/NORMA
o Tsubame (TIT) and other supercomputers

Nodes with Multi-core are connected with

NUMA

o K-supercomputer



‘ Multi-core + Accelerator

1/ 0

System Agent GPU 1 Core 1

GPU 2 Core 2

memory
controller

Video Decoder

Platform
Interface

Intel’s Sandy AMD'’s Fusion
Bridae APLJ
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Terms(1)

Multiprocessors:
2 MIMD machines with shared memory

o (Strict definition:by Enslow Jr. )
Shared memory
Shared I/0
Distributed OS
Homogeneous

o Extended definition: All parallel machines (Wrong
usage)
Multicomputer

2 MIMD machines without shared memory, that is
NORA. “NORMA



Term(2)

Multicore
o On-chip multiprocessor.
o Mostly UMA.
o Symmetric Multi-Processor SMP
Historically, SMP is used for multi-chip multiprocessor
Manycore
a2 On-chip multiprocessor with a lot of cores
o GPUs are also referred as “Manycore”.



Classification

SIMD Fine grain

Coarse grain

Multiprocessors

Stored Bus connected UMA
programming Switch connected UMA
based

Simple NUMA
MIMD | NUMA CC—NUMA

COMA

NORA Multicomputers

Systolic architecture
Others Data flow architecture

Mixed control

Demand driven architecture




Exercise 1

Pezy’'s supercomputer Gyoukou got the 4th
place at TOP500 in 2017 November.

But, the president of Pezy was arrested for
crime of fraud later.

It uses Pezy SC2 as an accelerator.
Which type is Pezy SC2 classified into ?

If you take this class, send the answer with
your name and student number to
hunga@am.ics.keio.ac.|p

You can use either Japanese or English.



mailto:hunga@am.ics.keio.ac.jp

