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Graph is everywhere
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An interconnection network is also a graph
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Order Degree Diameter

Important topological properties for interconnection networks

…
How many nodes?

…
How many links per node?

…

Shortest path length	
between farthest nodes 



Classical problem:	
The Degree/Diameter Problem
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Order

Degree Diameter

Optimize (maximize):

Subject to:

…
How many nodes?

…
How many links per node?

…

Shortest path length	
between farthest nodes 

http://combinatoricswiki.org/wiki/The_Degree/Diameter_Problem

Summarised in Combinatorics Wiki

http://combinatoricswiki.org/wiki/The_Degree/Diameter_Problem


The Moore graph (optimum graph)
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Edward F. Moore (1925-2003)
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Upper bound on the order (called the Moore bound):

D : Degree, D : Diameter

…

ex) D = 3
1

…

D = 3

D(D�1) = 6
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Shortcoming of the Degree/Diameter Problem
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Order

Degree Diameter

Optimize (maximize):

Subject to:

…
How many nodes?

…
How many links per node?

…

Shortest path length	
between farthest nodes 

http://combinatoricswiki.org/wiki/The_Degree/Diameter_Problem

Summarised in Combinatorics Wiki

Practically, 	
the order should be fixed

http://combinatoricswiki.org/wiki/The_Degree/Diameter_Problem


The Order/Degree Problem (ODP)
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Order Degree

Diameter

Optimize (minimize):

Subject to:

…
How many nodes?

…
How many links per node?

http://research.nii.ac.jp/graphgolf/

Graph Golf:	
ODP competition

…

Shortest path length	
between farthest nodes 

Practically, 	
the order should be fixed

http://research.nii.ac.jp/graphgolf/


Mapping???

• Node ⇔ Switch? 	

• But # of switches are NOT essential	

• Ordinary graph ignores # of hosts!	

• # of hosts should be fixed
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Network consists of 
switches and hosts



A host-switch graph

9

Host A

Host B

Switch A Switch B

Our Goal: 
To minimise host-to-host average shortest path length (h-ASPL)



Let’s connect n hosts
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・・・

n

Large switch

In practical, however, radix (# of ports of 
a switch) is limited



In practical situations, 
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Designing high-radix switch requires high cost,	
so radix is limited

Order rapidly increases as technology advances

・・・ ・・・ ・・・ ・・・

…

Order

Radix

�

Order � Radix



Order Radix

h-ASPL

Optimize (minimize):

Subject to:

…
How many hosts?

How many links per switch?

host-to-host	
average shortest path length 

…

…
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The Order/Radix Problem (ORP)



The Order/Radix Problem (ORP)
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Order Radix

h-ASPL
Optimize (minimize):

Subject to:

…
How many hosts?

How many links per switch?

host-to-host	
average shortest path length 

…

Q1. How many switches should be used?	
!

Q2. Should hosts be connected uniformly,	
or non-uniformly?

Important questions:

…



Existing technique for ODP: 2-opt

• # of hosts connected to 
each switch never changes!
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Swing operation

• # of hosts connected to 
each switch always changes! 15



2-neighbour swing operation
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1-neighbour solution 
≡ 

swing solution

2-neighbour solution 
≡ 

2-opt solution



Relationship between h-ASPL and # of switches

17

Hosts are connected	
almost uniformly

Hosts are connected	
non-uniformly



Again, let’s consider the Moore graph
• Lower bound on the h-ASPL can be 

calculated by the Moore graph 
consisting of only switches if we 
assume each switch has fixed number of 
hosts.
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Edward F. Moore (1925-2003)

# of hosts 
must be 

natural number



The continuous Moore bound
• Lower bound on the h-ASPL can be 

calculated by the Moore graph 
consisting of only switches if we 
assume each switch has fixed number of 
hosts.
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Edward F. Moore (1925-2003)

# of hosts	
does NOT need to be	

natural number



Relationship between h-ASPL and # of switches
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Hosts are connected	
almost uniformly

Hosts are connected	
non-uniformly



Relationship between h-ASPL and # of switches
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Hosts are connected	
almost uniformly

Hosts are connected	
non-uniformly

Continuous Moore bound



Relationship between h-ASPL and # of switches
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Hosts are connected	
almost uniformly

Hosts are connected	
non-uniformly

Continuous Moore bound



Answers to the questions
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Q1. How many switches should be used?	
!

Q2. Should hosts be connected uniformly, 
or NON-uniformly?

Important questions:

A1. The number such that the continuous 
Moore bound becomes minimum.	
!

A2. Hosts should be connected uniformly.

Empirical answers:



Comparison with existing topologies
• The torus, the dragonfly, and the fat-tree	

• Picked up from interconnection networks used in 
supercomputers ranked in TOP500

24
https://www.top500.org/lists/2017/06/

https://www.top500.org/lists/2017/06/


Overview of comparison

• Performance, Power consumption, Cost breakdowns 
(including switch and cable costs)	

• We construct a topology by as optimised host-switch 
graph with the same order and radix for each existing 
topology.	

• Based on two experiments

25



Experiment 1: SimGrid simulation

• SimGrid discrete event simulator	

• SMPI simulates unmodified MPI applications	

• NAS parallel benchmark	

• Networks with 1024 hosts	

• 5-ary 3-torus	

• Dragonfly with diameter 5	

• 16-ary fat-tree

26



Experiment 2: Modelling

• Models of Mellanox InfiniBand switches/cables.	

• As with [Besta and Hoefler, 2014]	

!

!

• Based on 60cm x 210 cm floorplan
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[Besta and Hoefler 2014] “Slim fly: A cost effective low-diameter network 
topology,” SC, Nov. 2014, pp. 348–359.	

 



Performance comparison with Torus
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Each switch in the edge layer is connected with K/2 hosts,
and thus the number of hosts is

n = K3/4. (5c)

6. 2 Experimental Method
We compare the conventional topologies above with pro-

posed topologies in terms of performance, bandwidth, power
consumption, and cost breakdown. Since each conventional
topology must take a specific combination of n, m, and r,
we separately compare it with our proposed topology. The
comparisons include three experiments below.

6. 2. 1 Performance evaluation: We simulate the execu-
tion of parallel applications that use Message Passing In-
terface (MPI) by using SIMGRID discrete event simulator
(v3.15) [30]. The applications we use are NAS parallel bench-
marks (version 3.3.1, MPI versions, Class A for IS and FT,
and Class B for the others) [31]. To run the benchmarks, the
number of processes must be the power of four, and thus
we assume n = 1024 and the network size is set to suit it.
Each host has 100 GFlops in all networks. We configure
SIMGRID to utilize its built-in version of the MVAPICH2
implementation of MPI collective communications.

For each conventional topology, we construct the smallest
host-switch graph such that the number of connectable hosts is
1024 or more, and we sequentially connect hosts to switches
until n becomes 1024. For the proposed topology, we construct
host-switch graph such that n= 1024 and r is the same as each
conventional topology, as described in Section 5. Afterward,
we sequentially connect hosts to switches in depth-first order
by using backtracking.

6. 2. 2 Bandwidth evaluation: We evaluate bandwidth of
networks by using METIS, a set of programs for partitioning
graphs [32]. For each host-switch graph G = (H,S,E), we
partition the vertices in V = H ∪ S into 2-16 disjoint subsets
equally so that the number c of edges such that two end-
points are in different subsets becomes minimum. Here c is
defined as bandwidth. In particular, when we partition a graph
into 2 subgraphs, we obtain bisection bandwidth. In general,
interconnection networks with larger bisection bandwidth are
better because minimum cut determines maximum possible
flows through a network, according to the max-flow min-cut
theorem [33].

6. 2. 3 Power and cost evaluation: To evaluate power
consumption and cost, we design a physical floorplan which
is sufficiently large to align all cabinets on a 2-D grid. We
assume that each cabinet is 60 cm wide and 210 cm deep
including space for the aisle, and calculate the number of
cables and their lengths. If a cable length is over 100 cm, we
use an optical cable. Otherwise, we use an electrical cable.
We subsequently use power and cost models of Mellanox
InfiniBand FDR10 switches and Mellanox InfiniBand FDR10
40Gb/s QSFP cables [2].

6. 3 Results and Discussion
6. 3. 1 Comparison with Torus: We adopt the torus such

that the dimension K is 5, which we call a 5-D torus, as with

(a)

(b) (c)

(d)

Fig. 9. Results of comparisons between 5-D torus and proposed topology: (a)
Performance; (b) Bandwidth; (c) Power consumption; (d) Cost breakdown.

networks of Sequoia. From Formulae 3 we set N and r to 3
and 15, respectively, and consequently n ≤ 1215, m = 243 and
r = 15. Although we can also construct the 5-D torus such that
N = 4 and r = 11, the number of host connected with a switch
is only 1 in this case, and so it is impractical. The proposed
topologies satisfy n = 1024, m = 194, and r = 15, and thus the
number of switches decreases by 20%.

In Fig. 9a we show the results of the performance compari-
son. The proposed topology outperforms the 5-D torus by 22%
on average. It achieves particularly high performance in the
cases of IS (Integer Sort), FT (Fourier Transform), and MG
(Multi-Grid), because they require random memory access,
all-to-all communication, and long-distance communication,
respectively, and thus the low h-ASPL effectively improves
performance.

In Fig. 9b we show the results of the bandwidth comparison.
Compared with the 5-D torus, the proposed topology increases
bisection bandwidth by 31% and provides higher bandwidth
regardless of the number P of partition, except for the case
of P = 14. This indicates that the proposed topology, which

 

 

 
 

all-to-allrandom 
memory accesses

long distance 
communications



Power/costs comparison with Torus
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TABLE 1
Summary of Nine topologies to connect more than 1024 hosts for simulation.

Topology Radix # of switches h-ASPL Continuous Moore bound Lower bound by Theorem 2 BW
Torus 15 243 5.34 4.47 3.87 240 (46.9%)
Dragonfly 15 264 4.56 4.48 3.87 272 (53.1%)
Minimum h-ASPL 15 194 4.45 4.45 3.87 297 (58.0%)
Half-bisection 15 184 4.46 4.45 3.87 267 (52.1%)
Full-bisection 15 284 4.51 4.49 3.87 518 (101%)
Fat-tree 16 320 5.86 4.44 3.84 512 (100%)
Minimum h-ASPL 16 183 4.36 4.34 3.84 308 (60.2%)
Half-bisection 16 165 4.36 4.34 3.84 256 (50.0%)
Full-bisection 16 259 4.41 4.38 3.84 515 (101%)

assumed to be an electrical cable. Otherwise, the cable is
assumed to be an optical cable.

5.3 Results and Discussion
5.3.1 Comparison with Torus
From Table 1, the h-ASPL of the torus is much higher
than the continuous Moore bound. On the other hand, our
topologies have low h-ASPLs close to the Moore bound.
Also in terms of the BW, all of our topologies are better than
the torus. It is interesting to note that our topology with the
minimum h-ASPL and the half-bisection one provide similar
topological properties.

In Fig. 13a we show the results of the performance
comparison. Our topology with the minimum h-ASPL out-
performs the torus by 22% on average. It achieves particu-
larly high performance in the cases of IS (Integer Sort), FT
(Fourier Transform), and MG (Multi-Grid), because they re-
quire random memory accesses, all-to-all communications,
and long-distance communications, respectively, which are
not appropriate for regular structure with locality. Our half-
bisection topology provides similar performance as that
with the minimum h-ASPL. This is because the numbers m
of switches and the h-ASPLs of those topologies are similar
(see Table 1). Our full-bisection topology provides the best
performance. It outperforms the torus by 45% on average.

In Fig. 13b we show the results of the power compar-
ison. Our two topologies, one with the minimum h-ASPL
and half-bisection one, consume 20% and 24% less power
compared with the torus, respectively. This is because the
numbers m of switches are smaller than that of the torus.
Our full-bisection topology consumes 17% more power
compared with the torus. However, the increasing ratio is
less than that of the performance (45%).

In Fig. 13c we show the results of the cost comparison.
Here cost breakdowns including switches and cables are
shown. The results of switch costs are the same as the
results of power comparison relatively. The results of cable
costs, however, are slightly different; the cable costs of our
topologies are larger than those of the torus. This is because
our topologies may have long cables to provide low h-
ASPLs while the torus requires only short cables. In total,
however, the cost of our topologies are not significant.

Overall, as compared with the torus, our three topologies
provide higher performance. In addition, two of them con-
sume less power consumption and costs. One of them, the
full-bisection topology, consumes more power consumption
and cost, but the increasing ratio is less than that of perfor-
mance.

(a)

(b)

(c)

Fig. 13. Results of comparisons between torus and proposed topology:
(a) Performance; (b) Power consumption; (c) Cost breakdown (Cable
and Switch).

5.3.2 Comparison with Dragonfly

From Table 1, the dragonfly provides good topological prop-
erties. Its h-ASPL is close to the continuous Moore bound
and its BW is more than n/2. Hence we can confirm that
the dragonfly is near optimal topology with the specific pair
of n, m, and r. Notwithstanding, our topologies can slightly
reduce h-ASPL of the dragonfly, and two of them reduce the
number of switches.

In Fig 14a. we show the results of the performance
comparison. Our topology with the minimum h-ASPL out-
performs the dragonfly by 12% on average. These results
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5.3 Results and Discussion
5.3.1 Comparison with Torus
From Table 1, the h-ASPL of the torus is much higher
than the continuous Moore bound. On the other hand, our
topologies have low h-ASPLs close to the Moore bound.
Also in terms of the BW, all of our topologies are better than
the torus. It is interesting to note that our topology with the
minimum h-ASPL and the half-bisection one provide similar
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In Fig. 13a we show the results of the performance
comparison. Our topology with the minimum h-ASPL out-
performs the torus by 22% on average. It achieves particu-
larly high performance in the cases of IS (Integer Sort), FT
(Fourier Transform), and MG (Multi-Grid), because they re-
quire random memory accesses, all-to-all communications,
and long-distance communications, respectively, which are
not appropriate for regular structure with locality. Our half-
bisection topology provides similar performance as that
with the minimum h-ASPL. This is because the numbers m
of switches and the h-ASPLs of those topologies are similar
(see Table 1). Our full-bisection topology provides the best
performance. It outperforms the torus by 45% on average.

In Fig. 13b we show the results of the power compar-
ison. Our two topologies, one with the minimum h-ASPL
and half-bisection one, consume 20% and 24% less power
compared with the torus, respectively. This is because the
numbers m of switches are smaller than that of the torus.
Our full-bisection topology consumes 17% more power
compared with the torus. However, the increasing ratio is
less than that of the performance (45%).

In Fig. 13c we show the results of the cost comparison.
Here cost breakdowns including switches and cables are
shown. The results of switch costs are the same as the
results of power comparison relatively. The results of cable
costs, however, are slightly different; the cable costs of our
topologies are larger than those of the torus. This is because
our topologies may have long cables to provide low h-
ASPLs while the torus requires only short cables. In total,
however, the cost of our topologies are not significant.

Overall, as compared with the torus, our three topologies
provide higher performance. In addition, two of them con-
sume less power consumption and costs. One of them, the
full-bisection topology, consumes more power consumption
and cost, but the increasing ratio is less than that of perfor-
mance.

(a)

(b)

(c)

Fig. 13. Results of comparisons between torus and proposed topology:
(a) Performance; (b) Power consumption; (c) Cost breakdown (Cable
and Switch).

5.3.2 Comparison with Dragonfly

From Table 1, the dragonfly provides good topological prop-
erties. Its h-ASPL is close to the continuous Moore bound
and its BW is more than n/2. Hence we can confirm that
the dragonfly is near optimal topology with the specific pair
of n, m, and r. Notwithstanding, our topologies can slightly
reduce h-ASPL of the dragonfly, and two of them reduce the
number of switches.

In Fig 14a. we show the results of the performance
comparison. Our topology with the minimum h-ASPL out-
performs the dragonfly by 12% on average. These results

Power consumption Cost breakdowns

Torus Proposed Torus Proposed
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is optimized not for bandwidth, provides high bandwidth, as
with random graphs [9].

In Fig. 9c we show the results of the power comparison. The
proposed topology consumes less power when the number of
connectable hosts is 1215 or less. Since we assume n= 1024 in
the performance evaluation, we can say the proposed topology
provides higher performance with lower power consumption
compared with the 5-D torus. However, the proposed topology
consumes more power when the number of connectable hosts
is more than 1215. This is because we assume the torus
with the fixed dimension and the fixed radix—5 and 15,
respectively—and hence the cost of the torus increases only
slightly as the number of connectable hosts increases. Thus,
the performance of the torus would drastically degrade when
the number of hosts is more than 1215. The proposed topology,
on the other hand, uses more switches to reduce the h-ASPL.

In Fig. 9d we show the results of the cost comparison. They
show a similar tendency as the results of power consumption.
However, when the number of connectable hosts is 1215,
the proposed topology requires more cost than the 5-D torus
on account of cable complexity. In addition, the cable cost
increases by 45%, though the switch cost decreases by 5%.
Because the switch cost is dominant, the total cost increases
only by 3%, which is small as compared with the performance
improvement.

Overall, as compared with the 5-D torus, the proposed
topology provides higher performance and bandwidth with
comparable power consumption and cost when n = 1024. If
the number of hosts becomes more than 1024, the 5-D torus
requires small power consumption and cost, but it is not
scalable in terms of performance.

6. 3. 2 Comparison with Dragonfly: From Formulae 4, we
set a to 8, and consequently n≤ 1056, m= 264 and r = 15. The
proposed topologies satisfy n = 1024, m = 194, and r = 15.
Hence the number of switches decreases by 27%.

In Fig. 10a we show the results of the performance compari-
son. The proposed topology outperforms the dragonfly by 12%
on average. These results, however, illustrate a trend different
from the comparison with the 5-D torus. This is because the
dragonfly provides low diameter, and the performance does
not degrade even when the long-distance traffic occurs. From
these results, we reconfirm that the dragonfly is an efficient
topology with the specific pairs of n, m, and r, but nonetheless
our proposed topology outperforms the dragonfly on average.

In Fig. 10b we show the results of the bandwidth compar-
ison. The results of the proposed topology are the same as
results in Fig. 9b because values of n, m, and r are the same.
Compared with the dragonfly, the proposed topology increases
bisection bandwidth by 24% and provides higher bandwidth
regardless of the number of partition.

In Fig. 10c we show the results of the power comparison.
The power consumption of both topologies are almost propor-
tional to the number of connectable hosts. The radix increases
as the number of connectable hosts increases in the case of
the dragonfly, and hence the number of switches for proposed
topology becomes lower, unlike the case of the 5-D torus.

(a)

(b) (c)

(d)

Fig. 10. Results of comparisons between dragonfly and proposed topology:
(a) Performance; (b) Bandwidth; (c) Power consumption; (d) Cost breakdown.

Thus, compared with the dragonfly, the proposed topology can
reduce the power consumption regardless of the number of
connectable hosts.

In Fig. 10d we show the results of the cost comparison. We
find the cable cost of the dragonfly is low, because the cable
within a group in the dragonfly is short. However, as with the
power consumption, the proposed topology can reduce cost
as compared with the dragonfly regardless of the number of
connectable hosts. Although the cable cost slightly increases
on account of the cable complexity, its reduction rate is smaller
than that of switch cost.

Overall, the proposed topology and the dragonfly have
similar properties, but the proposed topology provides higher
performance, higher bandwidth, lower power consumption,
and lower cost. Furthermore, the proposed topology is more
flexible in the sense that it can be designed for any possible
combination of n, m, and r.

6. 3. 3 Comparison with Fat-Tree: From Formulae 5, we
adopt a 16-ary fat-tree, and consequently n ≤ 1024, m = 320
and r = 16. The proposed topologies satisfy n = 1024, m =
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Power consumption Cost breakdowns
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(a)

(b)

(c)

Fig. 14. Results of comparisons between dragonfly and proposed topol-
ogy: (a) Performance; (b) Power consumption; (c) Cost breakdown
(Cable and Switch).

illustrate a different tendency from the comparison with the
torus, because the dragonfly provides low h-ASPL and the
performance does not degrade even when the long-distance
traffic occurs. These results substantiate that the h-ASPL
is important metrics for performance. On the other hand,
effects of the BW is not significant.

In Fig. 14b we show the results of the power comparison.
The results of our three topologies are the same as the case
of comparison with the torus since the radix is the same.
The dragonfly consumes more power than the torus.

In Fig. 14c we show the results of the cost comparison.
Here we assume the switches in a group are located in a
rack, and hence cable costs are small as compared with in
the case of comparison with the torus. The switch costs
consequently occupy a majority of total costs, and our
topologies can effectively save costs.

Overall, as compared with the dragonfly, our three
topologies provides higher performance. In addition, two
of them consume less power consumption and costs. One
of them, the full-bisection topology, consumes more power
consumption and costs, but the increasing ratio is less
than that of performance. Since the dragonfly reduces cable
costs, switch costs become significant, and consequently our

(a)

(b)

(c)

Fig. 15. Results of comparisons between fat-tree and proposed topol-
ogy: (a) Performance; (b) Power consumption; (c) Cost breakdown
(Cable and Switch).

topologies for comparison with the dragonfly can effectively
save costs and reduce power consumption.

5.3.3 Comparison with Fat-tree

From Table 1, the fat-tree has the highest h-ASPL, which
is much higher than the continuous Moore bound. It is
full-bisection, but, because of that, the number of switches
becomes the most. From these results, we can say the fat-
tree is far from optimum in terms of the h-ASPL, the BW,
and switch costs.

In Fig. 15a we show the results of the performance
comparison (due to computational complexity, simulations
for IS and FT are omitted). Our topology with the minimum
h-ASPL outperforms the fat-tree by 84% on average. The
results are similar to that in Fig. 13a , because the fat-tree has
also regular structure with locality and the h-ASPL is high.
In particular, the fat-tree degrades performance especially
in MG, a memory intensive application that requires long-
distance communications; all of our topologies are more
than 4x faster than the fat-tree. It is notable that our topology
with the minimum h-ASPL outperforms our full-bisection
topology. This indicates that the h-ASPL affects performance
than the BW.
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(a)

(b)

(c)

Fig. 14. Results of comparisons between dragonfly and proposed topol-
ogy: (a) Performance; (b) Power consumption; (c) Cost breakdown
(Cable and Switch).
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performance does not degrade even when the long-distance
traffic occurs. These results substantiate that the h-ASPL
is important metrics for performance. On the other hand,
effects of the BW is not significant.

In Fig. 14b we show the results of the power comparison.
The results of our three topologies are the same as the case
of comparison with the torus since the radix is the same.
The dragonfly consumes more power than the torus.

In Fig. 14c we show the results of the cost comparison.
Here we assume the switches in a group are located in a
rack, and hence cable costs are small as compared with in
the case of comparison with the torus. The switch costs
consequently occupy a majority of total costs, and our
topologies can effectively save costs.

Overall, as compared with the dragonfly, our three
topologies provides higher performance. In addition, two
of them consume less power consumption and costs. One
of them, the full-bisection topology, consumes more power
consumption and costs, but the increasing ratio is less
than that of performance. Since the dragonfly reduces cable
costs, switch costs become significant, and consequently our

(a)

(b)

(c)

Fig. 15. Results of comparisons between fat-tree and proposed topol-
ogy: (a) Performance; (b) Power consumption; (c) Cost breakdown
(Cable and Switch).

topologies for comparison with the dragonfly can effectively
save costs and reduce power consumption.

5.3.3 Comparison with Fat-tree

From Table 1, the fat-tree has the highest h-ASPL, which
is much higher than the continuous Moore bound. It is
full-bisection, but, because of that, the number of switches
becomes the most. From these results, we can say the fat-
tree is far from optimum in terms of the h-ASPL, the BW,
and switch costs.

In Fig. 15a we show the results of the performance
comparison (due to computational complexity, simulations
for IS and FT are omitted). Our topology with the minimum
h-ASPL outperforms the fat-tree by 84% on average. The
results are similar to that in Fig. 13a , because the fat-tree has
also regular structure with locality and the h-ASPL is high.
In particular, the fat-tree degrades performance especially
in MG, a memory intensive application that requires long-
distance communications; all of our topologies are more
than 4x faster than the fat-tree. It is notable that our topology
with the minimum h-ASPL outperforms our full-bisection
topology. This indicates that the h-ASPL affects performance
than the BW.

Dragonfly Proposed Dragonfly Proposed
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(a)

(b) (c)

(d)

Fig. 11. Results of comparisons between fat-tree and proposed topology: (a)
Performance; (b) Bandwidth; (c) Power consumption; (d) Cost breakdown.

183, and r = 16. Hence the number of switches decreases by
43%.

In Fig. 11a we show the results of the performance compar-
ison (due to computational complexity, simulations for IS and
FT are omitted). The proposed topology outperforms the fat-
tree by 84% on average. As with the torus, the fat-tree degrades
performance especially in MG, memory intensive application
that requires long-distance communication. Furthermore, in
the case of CG (Conjugate Gradient), the performance ratio
is considerable, because CG requires irregular memory access
and communication.

In Fig. 11b we show the results of the bandwidth compar-
ison. Unlike the torus and the dragonfly, the fat-tree provides
higher bandwidth as compared with the proposed topology.
Bisection bandwidth is higher by 53%. This is because the
fat-tree is designed with full bisection bandwidth as described
in Section 6. 1. 3. Our results indicate that, even if the bisection
bandwidth is high, the performance is not always high.

In Fig. 11c we show the results of the power comparison.
As with the case of power comparison with the dragonfly, the
power consumption of both topologies is almost proportional

to the number of connectable hosts. From the figure we find
the fat-tree consumes the largest power consumption among
the three conventional topolgoies.

In Fig. 11d we show the results of the cost comparison. The
fat-tree requires the largest cost among the three conventional
topologies. Furthermore, unlike the torus and the dragonfly,
the cable cost of the fat-tree is also higher than that of the
proposed topology.

Overall, as compared with the fat-tree, the proposed topol-
ogy drastically improves performance with lower power con-
sumption and cost, although the bandwidth is lower. This
results indicate that the h-ASPL is the important metrics for
HPC as well as the bandwidth.

7. CONCLUSIONS

In this paper we have introduced a host-switch graph,
a model of interconnection networks including hosts and
switches. This model enables comprehensive study of inter-
connection networks. Our study focuses on reducing host-to-
host average shortest path length (h-ASPL) and establishes
a new optimization problem called the order/radix problem:
given order and radix, find a host-switch graph with the
minimum h-ASPL. For this problem, we show the lower bound
on the h-ASPL and present a randomized algorithm. We show
the optimal number of switches that provides the minimum
h-ASPL, say mopt, can be predicted by the Moore bound. We
then proposed the topology with the mopt switches.

We have compared the proposed topology with conven-
tional topologies listed in Top500, the torus, the dragonfly,
and the fat-tree, in terms of performance, bandwidth, power
consumption, and cost breakdown. Our results demonstrate
that, when the number of hosts is 1024, the proposed topology
outperforms all of the three topologies in terms of operation
per second for MPI applications by 12%–84% on average,
while our topology can reduce the number of switches by
20%–43%. Thus we have successfully demonstrated that our
method can directly be used for designing interconnection
networks.
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Fig. 14. Results of comparisons between dragonfly and proposed topol-
ogy: (a) Performance; (b) Power consumption; (c) Cost breakdown
(Cable and Switch).

illustrate a different tendency from the comparison with the
torus, because the dragonfly provides low h-ASPL and the
performance does not degrade even when the long-distance
traffic occurs. These results substantiate that the h-ASPL
is important metrics for performance. On the other hand,
effects of the BW is not significant.

In Fig. 14b we show the results of the power comparison.
The results of our three topologies are the same as the case
of comparison with the torus since the radix is the same.
The dragonfly consumes more power than the torus.

In Fig. 14c we show the results of the cost comparison.
Here we assume the switches in a group are located in a
rack, and hence cable costs are small as compared with in
the case of comparison with the torus. The switch costs
consequently occupy a majority of total costs, and our
topologies can effectively save costs.

Overall, as compared with the dragonfly, our three
topologies provides higher performance. In addition, two
of them consume less power consumption and costs. One
of them, the full-bisection topology, consumes more power
consumption and costs, but the increasing ratio is less
than that of performance. Since the dragonfly reduces cable
costs, switch costs become significant, and consequently our
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Fig. 15. Results of comparisons between fat-tree and proposed topol-
ogy: (a) Performance; (b) Power consumption; (c) Cost breakdown
(Cable and Switch).

topologies for comparison with the dragonfly can effectively
save costs and reduce power consumption.

5.3.3 Comparison with Fat-tree

From Table 1, the fat-tree has the highest h-ASPL, which
is much higher than the continuous Moore bound. It is
full-bisection, but, because of that, the number of switches
becomes the most. From these results, we can say the fat-
tree is far from optimum in terms of the h-ASPL, the BW,
and switch costs.

In Fig. 15a we show the results of the performance
comparison (due to computational complexity, simulations
for IS and FT are omitted). Our topology with the minimum
h-ASPL outperforms the fat-tree by 84% on average. The
results are similar to that in Fig. 13a , because the fat-tree has
also regular structure with locality and the h-ASPL is high.
In particular, the fat-tree degrades performance especially
in MG, a memory intensive application that requires long-
distance communications; all of our topologies are more
than 4x faster than the fat-tree. It is notable that our topology
with the minimum h-ASPL outperforms our full-bisection
topology. This indicates that the h-ASPL affects performance
than the BW.
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save costs and reduce power consumption.

5.3.3 Comparison with Fat-tree
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is much higher than the continuous Moore bound. It is
full-bisection, but, because of that, the number of switches
becomes the most. From these results, we can say the fat-
tree is far from optimum in terms of the h-ASPL, the BW,
and switch costs.

In Fig. 15a we show the results of the performance
comparison (due to computational complexity, simulations
for IS and FT are omitted). Our topology with the minimum
h-ASPL outperforms the fat-tree by 84% on average. The
results are similar to that in Fig. 13a , because the fat-tree has
also regular structure with locality and the h-ASPL is high.
In particular, the fat-tree degrades performance especially
in MG, a memory intensive application that requires long-
distance communications; all of our topologies are more
than 4x faster than the fat-tree. It is notable that our topology
with the minimum h-ASPL outperforms our full-bisection
topology. This indicates that the h-ASPL affects performance
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Conclusions
A host-switch graph	

The order/radix problem	

Our solution:	

• Reducing h-ASPL with 2-neighbour operation	

• Approximation of the optimal number of switches by using 
the continuous Moore bound	

Our topologies attain 12%-84% faster MPI execution with 
lower power/costs
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